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bstract

The objective of the study is to show that the correlation and spectral analysis of the stochastic input and output signals obtained from technological
ystems can be used for mathematical description of the process on the basis of the information theory. The statistical analysis and the new quantum
nformational criterion is proposed. These analyses may be successfully applied to the description of the chemical engineering systems [V. Zhukov,
. Mizonov, P. Filitchev, S. Bernotat, The modeling of grinding processes by means of the principle of maximum entropy, Powder Technol. 95

1998) 248; S. Masiuk, R. Rakoczy, The entropy criterion for the homogenisation process in a multi-ribbon blender, Chem. Eng. Process., 45 (6)

2006) 500]. In this paper, the informational approach is used for evaluation of the informational power characteristic of the phosphorus reduction
n the raw sewage in the functioning sewage treatment plant. These considerations permit to formulate the quantum information criterion for the
ew predicting system (NS) and the subsystems (functioning sewage treatment system, OS) and (additional system, AS).

2007 Elsevier B.V. All rights reserved.
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. Introduction

One of the traditional approaches to mathematical modelling
f the chemical processes is based on the correlation and spec-
rum analysis of the input and output stochastic signals. These
ignals may be found from measurements in real functioning
ystems as the time cross-section of the discrete stochastic
rocesses. In the case of the industrial database, the discrete
tochastic function describing the stochastic nature of a pro-
ess may be defined as the finite collection of the experimental
ata obtained for the different sampling moments. Another way
o avoid the difficulties connected with the correlation analysis
s reducing the discrete stochastic process to the representative
iscrete stochastic function. In this case it must be assumed
hat the input and output databases are ergodic. In many cases
his assumption is a priori accepted. This statement permits to

implify the analyses of the experimental database.

The interesting alternative to the classical methods is the sta-
istical description of the chemical engineering processes by
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rmation

eans of the information theory. Unfortunately, in this case the
nowledge of the probability density distribution for the each
ime cross-section of the stochastic process is required. It is
mportant problem in the mathematical analysis of the chemical
ngineering dynamic systems. Moreover, the connected infor-
ational theory and the statistical analysis may be useful for

he optimisation of chemical engineering processes. This theory
ay be perfectly adapted to the dynamical description of the

rocess of reduction of phosphorus in the functioning sewage
reatment plant.

The number of references to the works, which illustrates how
he information theory and the informational entropy may be
pplied to the description of real chemical engineering systems,
s not very extensive. In the recent papers the Shannon’s
ntropy [1] has been applied to the description of some of
ractical applications of the concept: for quantum systems [2];
or dynamical systems [3]; for fuzzy sets [4]; for the process
f self-organisation in an open unsteady-state non-equilibrium
ystem [5].
The quantitative measurement of the information came from
he study of communication; then this fundamental concept
nd method has been widely applied in many fields such as
tatistics, physics, chemistry, biology, lifescience, psychology,

mailto:smasiuk@ps.pl
dx.doi.org/10.1016/j.cej.2006.12.010
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Nomenclature

H entropy of information (Eq. (1)), bit
I quantum information (Eq. (2)), bit
Isuperscript informational criterion, bit

informational correlation function, bit2

informational spectral density function
|Wsuperscript(j�)|2 informational power characteristic

Greek letters
τ correlation domain
� frequency time domain

Superscripts
AS additional system of the sewage purification
NS new system of the sewage treatment with the addi-

tional purification process
OS functioning sewage treatment system
‘ raw sewage
“ treated sewage
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ybernetics, computer science, economics, operation research,
inguistics, philosophy [6–9]. Also, the concept of the infor-

ational entropy has been effectively applied in some fields
f chemical engineering. The mathematical model of mixing
f liquids based on the entropy approach was proposed by
gawa and Ito [10]. Further, Ogawa et al. [11,12] developed the

oncept of informational entropy and its application to descrip-
ion of other mixing processes. The new original informational
escription of the process of segregation and homogenisation
uring the blending process based on the concept of informa-
ional entropy was proposed in Refs. [13,14]. The information
heory was successfully used to describe the porous media struc-
ure [15] and to identify the clusters in magnetic dispersion
16].

Increasing demand of water supply and difficulties in the
onventional water resources development create several tech-
ological problems for industries and domestic water supplies.
herefore, new technologies of water treatment could con-

ribute to the solution of the most of existing problems. An
mportant problem in designing of a sewage treatment plants
s taking into consideration all actual features of experimen-
al database for a product. The dynamical behaviour of the plant

ay be described by using the informational approach, in which
he informational entropy of the input and output concentra-
ion distributions is used as the informational measure of the
hosphorus concentrations in the raw and sewage treatment,
espectively. Then, the entropy play the role of the informa-
ional characteristic of the stochastic process state, and it is
dopted for the description of the random nature of the process

f reduction of suspension in the raw sewage for a functioning
reatment plant [17]. This approach may be successfully used to
he description of the stationary linear dynamics of the sewage
reatment plant using a simple model based on the information

v
s
p
e
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heory. This paper presents the advantage of the informational
ntropy for the purpose of mathematical description of environ-
ent protection processes with a reasonable level of the model

omplexity.

. Experimental

The experimental industrial data on the phosphorus concen-
ration in the raw and the treated sewage were obtained at a
ypical mechanical–biological sewage treatment plant of the

unicipal sewage in the West-Pomeranian region of Poland.
he schematic block diagram of the sewage treatment plant is
raphically presented in Fig. 1, where are given the sampling
oints of the phosphorus concentrations in the raw and treated
ewages (inlet and outlet signals).

These databases are realistic for the actual situation of the
rocess of reduction of the phosphorus in the sewage. The
easurements of phosphorus concentration were performed

ccording to the common procedure required by the Polish
tandard-C-04537-14. The data are presented in form of the
iscrete stochastic functions of the input signals (see Fig. 2)
s well as for the output signals (see Fig. 3) obtained simulta-
eously. The data points of the phosphorus concentration in the
aw and treated sewages, that are presented in these figures, were
easured synchronously at the specific time interval (day) at the

ormally functioning treatment sewage plant. The collections of
he data are arranged in the way that allows simply calculating
he grand totals, averages, ranges and distributions. Unfortu-
ately, the accuracy and precision of the industrial measurements
t the plant are unknown.

. Experimental data treatment

.1. The informational entropy

An important method of mathematical modelling of the
ynamic systems is the statistical correlation technique based
n the dependence between the stochastic input and output sig-
als. This technique does not require any particular form for
he test signal but is very sensitive to the noise of them. Even
n the case, when the structure of a system is not very com-
lex, and the system can be subdivided into the subsystems,
hat may be treated as separate units, the direct sinusoidal-
esting, step-testing and pulse-testing signals may be used
o analyse these subsystems without destructive influence on
he efficiency of the whole system. Although the statistical
pproach to evaluation of mathematical models for dynamic
ystems is considered to be cumbersome, it allows the ade-
uate analysis of the random signals and gives the satisfactory
escription.

In the case of the sewage treatment plant, the structure of the
ystem is complex because the mechanical and the biological
urification processes are interconnected. Therefore, the indi-

idual subsystems with the elementary processes cannot work
eparately, and it means that the processes of reduction of the
ollutions in the sewage should be treated as the united chemical
ngineering process. In this case, the actual dynamic behaviour
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ig. 1. Schematic block diagram of the typical mechanical–biological sewage t
oment).

f this system may be detected only by using the stochastic
atabase of the input and output signals obtained simultaneously

rom the functioning sewage treatment plant. However, for the
ery complex system, that is disturbed by uncontrolled random
nput, it is difficult to propose the structure of the block diagram

ig. 2. Variation with time of phosphorus concentration in the raw sewage.

u
t

F

ent plant (where “j” is number probes in the sampling process; “k” is sampling

nd evaluate model parameters of the system in the time and
Traditionally, some state variables for a random signal are
sed in the statistical analysis. The new alternative approach
o the description of the system is based on the information

ig. 3. Variation with time of phosphorus concentration in the treated sewage.
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heory and the Shannon’s entropy. Application of this theory
o the statistical technique gives the full pattern of the process
ehaviour in the area of the classical and informational strategy
or the system identification and the automatic control.

On the basis of the probability analysis at the each time
ross-section of the stochastic processes (Figs. 2 and 3), the
nformational entropy is defined as the characteristic of the
andom values collection. The input and output informational
ntropy can be characterised by the following equation:

({�csign}; k)= −
∑M

m=1
w(�csign

m ; k) log2w(�csign
m ; k), [bit]

(1)

here w(�c
sign
m ; k) is the probability function for the phospho-

us concentration interval, �c
sign
j , at the k-moment, �c

sign
m =

sign
m max − c

sign
m min/M the interval of the phosphorus concen-

ration, �c
sign
m ∈ {�c

sign
m }

m=1,M
the phosphorus concentration

nterval for the raw (′), or the treated (′′) sewage, m the number
f phosphorus; concentration interval in the collection of the
ampling data for the each time cross-section of the stochastic
rocess, k the number of the discrete time cross-section of the
tochastic process, and M is the number of phosphorus concen-
ration intervals (in this work M = 10).

It is well known that the significant simplification in calcu-
ation of the informational entropy can be reached by assuming
hat the random input and output industrial signals are described
y a typical distribution. Then, it is possible to easily execute
our simple and relatively different types of statistical charac-
eristics describing the industrial database of the phosphorus
oncentration in the raw and treated sewage: the mean values,
he standard deviation, the asymmetry and the kurtosis. These
pecified statistical characteristics in the form of the scatter dia-
rams were used to estimate the correlation between the actual
istributions of the experimental data and the chosen typical
istribution. These characteristics are not included in this paper.
t was found that the mean values and standard deviations for
he raw and treated sewage are practically independent of time.

ence, the collections of the data on phosphorus concentration
btained from the sections of the database at sampling times rep-
esent the discrete stationary stochastic processes without trend
ith respect to the mean values. The analysis of the asymmetry

t
p

ig. 4. Comparison of the cumulative normal probability distributions (solid line)
oncentration interval in the raw sewage (a) and treated sewage (b).
ig. 5. The centered values of the informational entropy for the phosphorus
oncentration at different time intervals.

nd the kurtosis showed that the values of the asymmetry and
he kurtosis were mainly located in the intervals corresponding
o the normal distribution. As follows from these remarks, the
ractical distribution for the input and output of the industrial
atabase at each time section can be treated as the stochastic
rocess with the normal distribution.

Fig. 4 shows the example of the typical comparison of the
xperimental cumulative distributions (points with thin line) for
he raw and treated sewage and the calculated cumulative proba-
ility for the normal distribution (solid lines) as the confirmation
f the above statement.

Application of Eq. (1) to the industrial databases for the input
nd the output phosphorus concentration allows to calculate the
alues of the informational entropy at each time section of the
tochastic process. The variation of the centred values of the
nformational entropy for the raw and treated sewage is shown
n Fig. 5.

.2. The quantum information
When formulating and solving the identification problem as
he optimisation problem, it is important to formulate an appro-
riate criterion. There exist different criteria to be optimised in

and the experimental cumulative distributions (points with thin line) for the
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athematical calculation. One of them is the quantum informa-
ion, which is widely used in the study of signals transmission.
his criterion is formulated at the time and frequency domains,
nd it may be applied in many probabilistic situations of the
ndustrial chemical engineering system dynamics. In particular,
he information criterion makes it possible to define the relation
etween the identification and the control system. This approach
s very natural, particularly if the industrial database contains
he stochastic input and the output signals. Treating the infor-

ational entropy as the state variable, it is possible to define the
orrelation function and the spectral density. It is clear that the
ynamic analysis is more precise if the process behaviour is for-
ulated as the information problem. The quantum information
ay be adequate to the identification problem for the system if

he probabilistic characteristics of the input and output signal
re known, or may be easily calculated. The quantum informa-
ion at the kth moment of the time cross-section of the discrete
tochastic process, Ik

{c′
j
(tk)}({c

′′
j (tk)}), may be characterised by the

quality:

k

{c′
j
(tk)}({c

′′
j (tk)}, k) = Hk({c′

j(tk)}, k) − Hk

{c′
j
(tk)}({c

′′
j (tk)}, k)

(2)

As follows from Fig. 5, the centred informational entropies
f the phosphorus concentration are the discrete stochastic func-
ions at the time. From the practical point of view, the application
f the informational criterion looks highly desirable in order to
se the correlation and the spectral analysis. Then, it is possible
o obtain general analytical forms of the quantum information
n the time domain Eq. (3) and in the frequency domain Eq. (4),
espectively:

(3)

(4)

.3. The correlation and spectral analysis

It is well known that the entropy Eq. (1) is commonly used
s the measure of uncertainty in sending information between
he source and the receiver. Thus, the entropy is one of the infor-

ational state variables. In the chemical engineering processes
he calculated entropies for the input and output signals may be
sed to find the correlation functions on the basis of the statistical
orrelation technique.

As it was mentioned above, the centred informational

ntropies for the raw and treated sewage are used as the discrete
tochastic functions. From the analytical point of view, these
unctions can be described in the time domain by means of the
tandard correlation analysis using the typical estimators. When
g Journal 131 (2007) 283–292 287

he stochastic functions and are stationary at the time

nd ergodic, the estimators of the informational auto-correlation

unction for the raw sewage, , the informational auto-

orrelation function for the treated sewage, , and the

nformational cross-correlation function between the raw and

he treated sewages, have the following forms:

(5)

(6)

(7)

here k is the number of the correlation time interval, i the range
ariability of the correlation time interval, and N is the total
umber of the correlation time intervals in the time duration of
he informational entropy cantered for the raw and the treated
ewage (see Fig. 5).

Using the calculated data shown in Fig. 5 and applying Eqs.
5)–(7) the values of the estimators of the auto-correlation and
he cross-correlation functions of the informational entropy for
he raw and treated sewages may be obtained. An important
roblem in mathematical modelling of the concentration reduc-
ion in a sewage treatment plant based on the industrial database
s the analytical description of the results in the time domain by a
amily of deterministic functions having the Fourier transform.
he approximating function may give a qualitative explanation
f the behaviour of the sewage treatment process, and it should
e chosen as a simple function describing the wide range of
he estimator values with the minimum error. Using the com-
utational software Matlab® the auto-correlation functions and
he cross-correlation function of the informational entropy for
he raw and treated sewages were approximated. The Fourier
ransform of the approximated correlation function gives the so-
alled spectral density representing the link between the time
nd frequency domains. The analytical description of the corre-
ation functions and the adequate spectral density functions for
he informational entropy are given in the following equations
or:

the auto-correlation function and the spectral density for the
raw sewage, respectively:

(8)
(9)
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the auto-correlation function and the spectral density for the
treated sewage, respectively:

(10)

(11)

the cross-correlation function and the spectral density
between the raw and the treated sewages, respectively:

(12)

(13)

These expressions are quite flexible, and the mathematical
escription of the process of the reduction of phosphorus con-
entration in the sewage may be applied to individual cases with
he required level of confidence. The graphical interpretation of
qs. (8)–(13) are shown in Figs. 6–8.

From the calculation of the correction functions was estab-
ished, that these function are the symmetric functions. In all
gures (Figs. 6 and 7) on the position above the correlation func-

ion graph for the real time are given the correlation functions
n the whole time variation intervals.

.4. The quantum information criterion

As it was mentioned in Section 3.2, the quantum informa-
ion may be used for the analytical evaluation of the efficiency
f the process phosphorus reduction in the municipal sewage.
he actual nowadays degree of the phosphorus reduction in the
ewage is not sufficient to meet the rigorous increase of the
equirements in the environment protection. The technological
onditions at the existing sewage treatment plants are undoubt-
dly important, but the new regulations require the application of
dditional sewage purification processes. According to the reg-
lations that are given in the Direction 91/271/EWG [18,19] the
utput concentration of the phosphorus in the treated sewage
ust be additionally decreased to the level equal to 75% (for

he equivalent inhabitants number in the range from 10,000 to
4,999). The new time cross-sections of the generated discrete
tochastic process from the experimental database of the output
hosphorus concentration in the treated sewage is presented in
ig. 9.
The informational entropy of the new required output phos-
horus concentration (Fig. 9) can be calculated using the basic
q. (1). This entropy is essential for to describe of the indus-

rial reduction process with the additional sewage purification.
ig. 6. The auto-correlation (a) and the adequate spectral density (b) functions
or the informational entropy of the raw sewage (points are values of estimator;
olid line is the analytical approximation of the calculated data).

he centered values of new calculated informational entropy are
raphically presented in Fig. 10.

The analytical description of the obtained results may be per-
ormed by use of the procedure similar to given in Section 3.3.
he estimated values of the required auto-correlation function,

, and the cross-correlation function, ,

re computed using the adequate expressions similar to Eqs.
6) and (7). The satisfactory deterministic descriptions for the
orrelation function and the spectral density of the informational
ntropy are obtained on the basis of the scatter data of the relevant
stimators:

the new auto-correlation and the spectral density functions
for the treated sewage with the additional reduced phosphorus
concentration, respectively:

(14)
(15)
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Fig. 8. The cross-correlation (a) and the adequate spectral density (b) functions
b
v
d

The mathematical description of the process in the real func-
tioning sewage treatment plant may be done by means of the
analysis of the informational power process characteristics. The
process reduction of the phosphorus concentration form the raw
ig. 7. The auto-correlation (a) and the adequate spectral density (b) func-
ions for the informational entropy of the treated sewage (points are values of
stimator; solid line is the analytical approximation of the calculated data).

the new cross-correlation and the spectral density functions
between the raw sewage and treated sewage with the
additional reduced phosphorus concentration, respectively:

(16)

(17)

The values of the estimators and the approximation functions
qs. (14)–(17) are shown in Figs. 11 and 12.

The growth of the requirements in the environment protection
bliges the functioning sewage treatment plants to improve the
fficiency of phosphorus concentration reduction in the munici-
al sewage. In this case, the preliminary reduction of phosphorus
oncentration can be reached by using the chemical precipitation
rocess. The most satisfactory result may be reached when the

edimentation and precipitation processes are interconnected.
y using the solution of calcium dioxide and addition of carbon
ioxide, the phosphorus must be transformed into the indissol-
ble hydroxyphosphorite.

F
d

etween the informational entropy of the raw and treatment sewage (points are
alues of estimator; solid line is the analytical approximation of the calculated
ata).
ig. 9. Temporal variation of the new time cross-sections of the generated
iscrete stochastic process.
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ig. 10. The centered values of the informational entropy for the industrial
eduction process with the additional sewage purification.

ewage may be simulated in the frequency domain using the
nformational power characteristics, as follows:
by the use of the additional system (AS) based on the chem-
ical precipitation processes connected with the functioning
sewage treatment system (OS),

ig. 11. The auto-correlation (a) and the adequate spectral density (b) functions
f the informational entropy for the additional reduced phosphorus concentration
n the treated sewage (points are values of estimator; solid line is the analytical
pproximation of the calculated data).

Fig. 12. The cross-correlation (a) and the adequate spectral density (b) functions
between the informational entropy of the raw sewage and the treated sewage with
the additional sewage purification process (points are values of estimator; solid
l

•

p

d
(

F
p

ine is the analytical approximation of the calculated data).

by the use of the new predicting system (NS) of the sewage
purification.

The graphical presentation of the simulation of the processes
urification of the raw sewage is illustrated in Fig. 13.

The informational power characteristics in the frequency
omain of the functioning sewage treatment, of the additional

AS) and of the new (NS) system shown in Fig. 13 are defined

ig. 13. The scheme of two ways improvement of the phosphorus reduction
rocesses.
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centration from the system containing the subsystems (OS)
and (AS) is equal to the required concentration of the phos-
phorus from the system (NS). Thus, the improvement of the
quality of the phosphorus reduction process by using the addi-
S. Masiuk et al. / Chemical Engi

s follows:

The informational criterion of the process quality should be
ased on the quantitative information flow for the system con-
aining the subsystem (OS) and (AS), or for the new system.
mploying the information theory, the quantum information

n the frequency domain for the functioning sewage treatment
ubsystem (OS) can be expressed in the form:

(19)

The quantum information in the frequency domain after
mprovement of the process is defined using the similar expres-
ion to Eq. (19) and the informational spectral densities (Eqs.
11) and (17)). For the additional subsystem the quantum infor-
ation is established as:

(20)

Introducing the definition |WAS(j�)|2 into Eq. (20) yield:

(21)

On the basis of the predicted system (lower technological line
f the block scheme Fig. 13) and the definition of the quantum
nformation given by Eq. (2) the informational criterion in the
requency domain for the new system may be described by the
ollowing equation:

(22)

Assumption that the phosphorus concentration in the treated
ewages for the new system and for the system containing the
ubsystems (OS) and (AS) are equal, then the informational
uantum criterion has the following relationship:

NS(�) = IOS(�) + IAS(�) (23)
Introducing Eqs. (20)–(22) into Eq. (23) and applying sim-
le mathematical operations may be obtained the informational
ower characteristic of the additional subsystem improving the
eal functioning process:

(24)

In Eq. (24) the spectral density is calculated in

he way similar to Eqs. (9), (11), (13), (15), (17), that is given
bove. The analytical description of this spectral density has the
ollowing form:

(25)

The results of calculation of the informational power charac-
eristic (Eq. (24)) of the additional subsystem in the frequency
omain are shown in Fig. 14.

From the point of view of the informational quantum cri-
erion in the frequency domain, the power characteristic of the
eal functioning system (OS) should be augmented by the power
haracteristic of the additional subsystem. Then, the output con-
Fig. 14. The graphical presentation of the criterion Eq. (24).
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ional precipitation process in a primary settling tank may be
ecommended.

. Conclusions

The principles of treatment of the experimental data on
hosphorus concentration reduction obtained at the industrial
ewage treated plant based on the information theory were
eveloped. It is shown that the informational theory char-
cteristics may be used as the effective mathematical tool
o the modelling and the simulation of the chemical engi-
eering processes. The mathematical description should be
upported by the correlation and spectral density analysis with
he informational entropy as a state variable. The process of
dentification of the system is the information problem and
he mathematical modelling should be undoubtedly accurate
nd more comprehensible. Several important practical conclu-
ions may be derived from the considerations given in this
aper:

the mathematical description of chemical engineering sys-
tems may be done using the analysis of the industrial database
by means of the informational entropy,
the accurate analyses of the dynamical behaviour of a
functioning engineering system depends on the extensive
industrial database,
the considerable simplification in formulation and calculation
of the informational criterion may be reached if the experi-
mental database has the normal distribution,
the new approach to the definition of the quantum information
in the time domain Eq. (3) and the frequency domain Eq. (4)
is proposed,
the improvement of the quality of the phosphorus reduction
process in the raw sewage may be done by means of the

additional precipitation process in a preliminary settling tank,
the informational quantum criterion may be applied to the
qualitative evaluation of the process efficiency in the chemical
engineering systems.

[
[
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